




President’s Column
President Joachim Hagenauer

The first months of my Presidency of the In-
formation Theory Society where overshad-
owed by the news that Claude Elwood
Shannon had passed away on February 14th
2001 at the age of 84. I learned about it while
reading the Herald Tribune on a flight back





Although Shannon’s 1948 paper does not give us a method
for computing C2, it does contain a brief discussion of 2-di-
mensional and higher-dimensional crossword puzzles
which can be considered types of constrained arrays. In par-
ticular, the paper states in part:

“The ratio of the entropy of a source to the maximum
value it could have while still restricted to the same sym-
bols will be called the relative entropy. One minus the rela-
tive entropy is the redundancy.”

“The redundancy of a language is related to the existence
of crossword puzzles. If the redundancy is zero any se-
quence of letters is a reasonable text in the language and
any two dimensional array of letters forms a crossword
puzzle. If the redundancy is too high the language im-
poses too many constraints for large crossword puzzles to
be possible. A more detailed analysis shows that if we as-
sume the constraints imposed by the language are of a
rather chaotic and random nature, large crossword puz-
zles are just possible when the redundancy is 50%. If the
redundancy is 33%, three dimensional crossword puzzles
should be possible, etc.”

We next set about interpreting Shannon’s statements and con-
structing a plausibility argument for his conclusions. It
should be realized that these are just guesses as to what Shan-
non had in mind although they have been verified somewhat
in a private correspondence from Edgar Gilbert [4] who re-
ported that he discussed this matter with Shannon.

We first conjecture that what Shannon meant when he stated
that large crossword puzzles were not “possible” was that the
growth in the number of these puzzles was slower than expo-
nential in the area or the volume. This is equivalent to the state-
ment that the Shannon capacity is equal to 0 in those cases.

Next, we set about estimating the entropy of the language
for crossword puzzles as they appear in American newspa-
pers and magazines. To do this we need to describe a set of
rules for allowable crossword puzzles. We realize that the
following set of rules is not complete but we hope that they
capture the essence of the constraints. The rules are based
upon the fact that every row and every column consists of
isolated words separated by one or more black squares and
in American crossword puzzles every letter is contained in
two words  a row word and a column word. In the follow-
ing, we refer to a black square as a space.

Rule 1. A 2-dimensional crossword puzzle is a square array
with n rows and n columns where each element in the
array is from an alphabet of 27 symbols  26 letters
and a space.

Rule 2. Each row and each column consists of an arbitrary se-
quence of words from a dictionary of allowable words,
adjacent words separated by one or more black spaces.

Now we attempt to estimate the redundancy of the language
consistent with these rules. In a very interesting paper [5],
Shannon estimated the per-letter entropy of English text.

This is not the correct entropy to use in crossword puzzles
since English text follows a much more complicated set of
rules that involves interdependencies between words. How-
ever, in this paper Shannon estimated the per-letter entropy
of isolated English words using a model of the relative fre-
quency of words as they appear in English text called Zipf’s
law [6]. This estimate of the per-letter entropy corresponds
to a redundancy of 55% which suggests that large 2-dimen-
sional crossword puzzles are not possible.

However, there is no reason to believe that Zipf’s law applies
to the usage of words in crossword puzzles. Another fre-
quency distribution could give a very different estimate for
the redundancy.

To estimate the redundancy for crossword puzzles, we first
write a difference equation for the number of sequences of
length n that satisfy the row and column constraints. In a
manner very similar to what was done for 1-dimensional
(d,k) sequences, we denote by N′(n), the number of such se-
quences that end in one or more spaces. Then the difference
equation for N′(n) is:

N′(n) = N′(n-1)+a1 N′(n-2) +a2 N′(n-3)+…+aL N′(n-(L+1)),

where aj is the number of words of length j and L is the maxi-
mum length of an allowable word. The term N′(n-1) is due to
the fact that spaces can follow each other. The per-letter en-
tropy of the language then is given as:
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Edgar Gilbert [3], many years ago, motivated by Shannon’s
assertions, estimated the entropy by counting the number of
words of length j in two different dictionaries. Using the
larger of these dictionaries, and eliminating words of length 1
and 2, Gilbert estimated the per-letter entropy as 2.78 bits. Di-
viding by log2(27), one obtains the relative entropy as 0.585
which corresponds to a redundancy of 41.5%. Thus, accord-
ing to Gilbert’s calculations and Shannon’s predictions, large
2-dimensional crossword puzzles would be possible but large
3-dimensional crossword puzzles would not be possible.





lows from the result of Kato and Zeger or can be seen from
the following construction.

Consider a binary 2-dimensional array of the form:
P1,1 P1,2 P1,3 P1,4 P1,5 P1,6 . . .
P2,1 P2,2 P2,3 P2,4 P2,5 P2,6 . . .
P3,1 P3,2 P3,3 P3,4 P3,5 P3,6 . . .
…

where each Pi,j is one of the two 4-by-4 sub-matrices:

P P0 1

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

=
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Note that if either P0 or P1 is substituted for each Pi,j, the (2,4)
constraint is satisfied for every row and every column. Such
a construction shows that the 2-dimensional capacity is
non-zero since each Pi,j can represent 1 bit of information.

The non-applicability of Shannon’s assertions to 2-dimen-
sional (d,k) constrained arrays could be due to the fact that the
constraints are not sufficiently random and chaotic. Other
possibilities exist, but are beyond the scope of this discussion.

We now return to the discussion of crossword puzzles. We
have found several constructions for 3- and higher-dimen-
sional crossword puzzles that have non-zero rate. All of
these constructions, however, violate the spirit of what
would be considered an acceptable crossword puzzle.

One of these constructions follows. We begin with two
3-by-3-by-3, 3-dimensional crossword puzzles:

P O P E R A G E L
A L A R A T E R E
P E T E Y E T E A

and
S O P A R E W E D
A N A G A Y E Y E
P E T O W E T E N

each made up of 3-letter words in rows, columns and in the
depth dimension. The words in the depth dimension should
be read from left to right. All words in both 3-by-3-by-3
crossword puzzles are listed as acceptable words in an
on-line scrabble dictionary of 3-letter words [8]. We then em-
bed these 3-by- 3-by-3 crossword puzzles into 4-by-4-by-4
cubes with spaces filling the back, right and bottom face.
Using a procedure very similar to the construction for 2-di-
mensional (2,4) codes, we can pack 3-dimensional space by
using these two cubes in any order. Every row, column, and





Also memorable were the four plenary lectures, one deliv-
ered each morning before the contributed sessions began:

• On Monday, June 25, Prof. Bob McEliece of the Califor-
nia Institute of Technology spoke on “The Effectiveness
of Turbo-like Codes on Non-Standard Channel
Models.”

• One Tuesday, June 26, Prof. Michael Rabin of Harvard
University discussed recent work on “Information Theo-
retic Everlasting Encryption.”

• On Wednesday, June 27, Prof. Benjamin Weiss of He-
brew University regaled listeners about the state of “The
Happy Marriage of Information and Ergodic Theory.”

• And on Friday, June 29, Prof. Fred Jelinek of Johns
Hopkins University reported on “Aspects of the Statisti-
cal Approach to Speech Recognition.”

At the heart of any ISIT are the contributed technical ses-
sions. ISIT 2001 had six parallel ses-
sions every day; the 346 contributed
papers were drawn from more than
560 submissions, and they covered the
gamut of “wide sense” information
theory, from channel coding in all its
manifestations to compression, Shan-
non theory, cryptography, CDMA, es-
t imation, computer networks,
synchronization, and signal process-
ing. Particularly well attended this
year were the sessions on iterative de-
coding and related topics (e.g., turbo
and low-density parity check codes) as
well as space-time coding.

As is tradition, there were no sessions
scheduled for Wednesday afternoon,
giving the attendees a chance to see the
sights of the host city. The ISIT organiz-
ers led all interested participants in a
walk (and subway ride) to the national
mall, the expanse of green stretching
from the US Capitol to the White
House and the Lincoln Memorial.
Once there, ISIT participants spread
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Professor Robert J. McEliece of the California Institute of
Technology presents his plenary lecture at the 2001 ISIT.

Neil J. A. Sloane, of the AT&T Shannon
Lab, discusses the contributions of
Claude E. Shannon.

Professor Robert G. Gallager shares his memories of Claude
E. Shannon during a special session at the 2001 ISIT

James L. Massey entertains the 2001 ISIT
audience with recollections of his inter-
actions with Claude E. Shannon.



out in all directions – from the Smithsonian buildings to the
National Holocaust Museum to the Washington Monument
and beyond.

As part of the companions’ program, bus tours of Washing-
ton DC as well as Alexandria and Mount Vernon (the home
of George Washington) were arranged on Tuesday and
Thursday.

The ISIT attendees came together as a group for two meals
during the week.

• An Awards Luncheon was held on Tuesday, at which
time the 2001 Shannon Award was given to Jack Wolf
and the 2000 Prize Paper Award was given to
Venkatesan Guruswami and Madhu Sudan for their pa-



The 2001 ISIT concluded Friday afternoon with a luncheon re-
ception that gave the attendees another chance to touch bases
with their colleagues before dispersing throughout the world.

The co-chairs of the 2001 International Symposium on Infor-
mation Theory were Prakash Narayan of the University of

Maryland and Tom Fuja of the University of Notre Dame.
Adrian Papamarcou of the University of Maryland was in
charge of local arrangements. Chairing the technical pro-
gram committee were Neri Merhav and Shlomo Shamai,
both of the Technion.
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Historian’s Column
A. Ephremides

I have written before about the infamous Irwin Feerst. As
many of you know (or recall), he was a feisty IEEE member
who campaigned often for the Presidency of the Institute
(and, once, came dangerously close to winning it). He was
the ultimate populist whose main stance on almost every-
thing was that IEEE should be an organization of (and for)
“working” U.S. engineers and not of (or for) intellectuals,
scientists, or ... “foreigners”. Ordinarily he would command
as much attention as a buffoon, but as he
came close to rising to the top management
position of the Institute, he posed enough of
a threat to receive an inordinate amount of
attention. The peak period of his activity
was the 70s and the 80s.

Our Society was a frequent target of his. He
singled us out as anathema to what he
thought IEEE ought to be. The organizers of
the 1977 ISIT in Ithaca had the bright idea to
invite him for a debate with his opponent
Ivan Getting (both were candidates for IEEE
President) at the Symposium. I reported be-
fore briefly about that memorable event but
my memory was refreshed recently as I was
perusing old issues of our newsletter (that
date from the era of Lalit Bahl’s inimitable
editorship).
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do with the use of IEEE funds for ventures by some individu-
als that are of dubious value and merit. For example, in the
late seventies, the early years of the China-U.S. “rapproche-
ment,” there were many eager intrepid travelers from within
the top ranks of IEEE management who wanted to visit
China (in the name of cultivating bilateral technical con



ISCTA’01: Sixth International Symposium on
Communication Theory and Applications
St Martin’s College, Ambleside, Lake District, UK
15-20 July 2001
Paddy Farrell

The sixth International Symposium on Communication The-
ory and Applications was held at St Martin’s College,
Ambleside, in the English Lake District, from Sunday 15th
until Friday 20th July, 2001. The Symposium was supported
by the Communication Systems Department of the Univer-
sity of Lancaster, the Institute of Integrated Information Sys-
tems of the University of Leeds, HW Communications Ltd
and Advanced Hardware Architectures, Inc, and was spon-
sored by the IEE and the IEEE Communications and Infor-



Sessions
Software Radio and Reconfigurability (Invited Session

organised by J. Pereira)
Wireless Networks (Invited Session organised by

S.B. Wicker)
Poster Session
Space-Time Coding
Information Security
DSP for Communications
Latest Applications of Turbo Codes (Tutorial Session

organised by AHA, Ltd.)
Turbo and Product Codes
Shannon Session: Information Theory and Coding
Low Density Parity Check Codes
Modulation, Detection and Synchronisation
Aspects of Coding
Multiple Access Techniques

Invited Presentations
J. Pereira (European Community): Evolving perspectives of

reconfigurable radio

B. Krishnamachari, R Bejar and S B Wicker (Cornell Univer-
sity): Distributed constraint satisfaction and the bounds
on resource allocation in wireless networks

E.M. Gabidulin (Moscow Institute of Physics and Tech-
nology): Row scrambler, column scrambler, and
distortion

V.C. da Rocha and C. Pimentel (Federal University of Pernam-
buco): Binary-constrained homophonic coding

A. Khandekar and R.J. McEliece (California Institute of Tech-
nology): Are turbo-like codes effective on non-standard
channels?

G. Battail (ENST, Paris, retired): Is biological evolution rele-
vant to information theory and coding?

R.M. Tanner (University of California, Santa Cruz), T E Fuja
and D Shridhara (University of Notre Dame): A class of
group-structured LDPC codes

Heng Tang, Yu Kou, Jun Xu, Shu Lin and K Abdel-Ghaffar
(University of California, Davis): Codes on finite ge-
ometries: old, new, majority logic and iterative
decodings

K.A. Schouhamer Immink (University of Essen): A survey of
codes for optical disc recording

J. Ganz, A.P. Hiltgen (ETH-Zurich) and J.L. Massey (Emeri-
tus): Fast acquisition sequences

A.J.H. Vinck (University of Essen): On permutation codes
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GOLOMB’S PUZZLE COLUMN™

Sums and Products of Digits Solutions
Recall that for each positive integer n, S(n) is the sum of
the decimal digits of n, P(n) is the product of the decimal
digits of n, and R(n) = n/S(n).

1. The known solutions to S(n) · P(n) = n are n = 1 (with 1 ·
1 = 1), n = 135 (where (1 + 3 + 5)(1 · 3 · 5) = 9 · 15 = 135),
and n = 144 (where (1 + 4 + 4)(1 · 4 · 4) = 9 · 16 = 144).
These are the only solutions with n < 107. For all very
large n (say n > 1060), S(n) · P(n) < n, so there are only fi-
nitely many solutions, but there may be more than the
three just listed.

2. Not every positive integer m occurs in the form R(n) =
n/S(n). The values of m ≤ 100 not of this form are (only)
m = 62 ,63, 65, 75, 84, and 95.

If m = R (n) = n/S(n), we have n = mS(n), and n must be a
multiple of m. We know that 9 divides n if and only if 9 di-
vides S(n), so if S(9m) = 9, then R(9m) = (9 m) / 9 = m. For 1 ≤
m ≤ 100, S(9m) = 9 in 55 cases.The other 45 cases are the
numbers from 10 j +1 to 10 j +j , for each j from 1 to 9. In 35
of these remaining 45 cases, S (18m) = 18, so in these cases
R(18m) = m. The ten remaining values of m are: 62, 63, 64,
65, 73, 74, 75, 84, 85, and 95. Four of these occur as values
of R(n) as follows: R(320) = 64, R(511) = 73, R(1998) = 74,
R(1275) = 85. (The case m = 74 corresponds to the situation
where S(27m) = 27). It is easy to show that for any x > 0,we
have R(n) > x for all n >Nx , so it is a finite verification pro-
cess eaveT
1n.2943 0 T
1oiven Tf
1.3156 0 T
(c36)Tj
/F2 1 Tf
0.778 0 TTD
2



IEEE Information Theory Society Newsletter September 2001

16



September 2001 IEEE Information Theory Society Newsletter

17



September 2-7, 2001 IEEE Information Theory Cairns, Australia Dr Lei Wei March 31, 2001
2001 Workshop School of Elec., Comp. & Telecommun. Eng

University of Wollongong
NSW 2522, Australia
L.Wei@elec.uow.edu.au
Phone: +61 2 4221 3407
Fax: +61 2 4221 3236

October 3-5, 2001 Mini-Workshop on Essen, Germany Han Vinck August  7, 2001
Convolutional Codes IEM

Ellernstrasse 29
45326 Essen, Germany
Fax: +49 201 183 7663
E-mail: vinck@exp-math.uni-essen.de

June 30- 2002 IEEE International Symposium



May 19-22, 2002 2002 IEEE Communications Naples Beach Hotel Mr. Gordon Stuber TBA
Theory Workshop & Golf Club, GCATT, Room 571

Sanibel Island, FL 250 14th Street, NW
Atlanta, GA 30318
+1 404 894 2923
+1 404 894 7883 (Fax)
stuber@ece.gatech.edu

November 18-22, GLOBECOM 2002 - 2002 Taipei International Mr. Douglas S. J. Hsiao TBA
2002 IEEE Global Telecommunications Conventional Center, 12, Lane 551

Conference Taipei, Taiwan Min-Tsu Road Sec. 5,
Yang-Mei, Taoyuan 326
TAIWAN
+886 3 424 5210
+886 3 424 4168 (Fax)
sjhsiao@chttl.com.tw

IEEE IEEE Information Theory
Society Newsletter

445 Hoes Lane, P.O. Box 1331
Piscataway, NJ 08855-1331  USA

Conference Calendar

DATE CONFERENCE LOCATION CONTACT/INFORMATION DUE DATE


